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## Part A

# A1. Main purpose of Regularization

Regularization refers to techniques that are used to calibrate machine learning models in order to minimize the adjusted loss function and prevent over fitting or under fitting. Using Regularization, we can fit our machine learning model appropriately on a given test set and hence reduce the errors in it. Regularization is a technique in machine learning that tries to achieve the generalization of the model. It means that our model works well not only with training or test data, but also with the data it’ll receive in the future. Regularized linear regression is used to improve stability, reduce the impact of collinearity, and improve computational efficiency and generalization.Also, it controls the coefficient values either by decreasing the values or compltely dropping the variables while minimizing the loss. When the variables are dropped the model’s complexity is reduced and over fitting can be reduced.

# A2. Loss function in a predictive model

The loss function calculates the difference between the model’s output with that of expected output of the model or a variable. If the difference is larger, then the loss function penalizes the model in order to make the difference smaller as the objective is to make the difference smaller.

Loss function regression models

MSE - Mean Squared Error is the average of the squared differences between the actual and the predicted values. The smaller the mean squared error, the closer you are to finding the line of best fit. For a data point Yi and its predicted value Yi, where n is the total number of data points in the dataset.

MAE- Mean Absolute Error is one of regression models’ most simple yet robust loss functions. It is an ideal option in such cases because it does not consider the direction of the outliers that are unrealistically high positive or negative values. As the name suggests, MAE takes the average sum of the absolute differences between the actual and the predicted values. For a data point xi and its predicted value yi, n being the total number of data points in the dataset.

Loss functions classification models

Binary cross entropy - BCE compares each of the predicted probabilities to the actual class output, which can be either 0 or 1. It then calculates the score that penalizes the probabilities based on the distance from the expected value. That means how close or far from the actual value. This is the most common loss function for classification problems with two classes. If the divergence of the predicted probability from the actual label increases, the cross-entropy loss increases. By this, predicting a probability of .011 when the actual observation label is 1 would result in a high loss value. In an ideal situation, a “perfect” model would have a log loss of 0

Categorical Cross Entropy - CCE is a loss function that is used in multi-class classification tasks. These are tasks where an example can only belong to one of many possible categories, and the model must decide which. Formally, it is designed to quantify the difference between two probability distributions. One requirement when the categorical cross entropy loss function is used is that the labels should be one-hot encoded. This way, only one element will be non-zero, as other elements in the vector would be multiplied by zero.

# A3. Classification models with many parameters

No, we cannot trust the model. When the data set is too small , there is a possibility that model may follow the data too closely , learning too little patterns. And it may learn the noise , which is not required , as well. Noise is stochastic and that is difficult to predict. Hence it performs very well on the training data set and may perform very badly on the test data as it hasn’t seen the new data and the required patterns are not learnt well.

# A4. What is the role of the lambda parameter in regularized linear models such as Lasso or Ridge regression models?

We need to make a note that while increasing the lamda value, one needs to make sure that the model which is otherwise optimal or over fit would not under fit the model as lambda is goes too small. Because, regularization penalizes the variable coefficients in the model to avoid over fitting we need to use the penalty parameter or lambda. In Lasso, when we increase the lambda value it drops variables that are not significant to the model and also reduces the value of the coefficients of the remaining variables in the model, while minimizing the overall loss function. This way the model will get rid of complexity by reducing the number of features in the data set, eliminating the over fitting scenario. On the contrary, ridge model only decreases the coefficient value while keeping all the variables in the model.

## Part B

# Libraries  
library(ISLR)  
library(caret)

## Loading required package: ggplot2

## Loading required package: lattice

library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(glmnet)

## Warning: package 'glmnet' was built under R version 4.2.1

## Loading required package: Matrix

## Loaded glmnet 4.1-4

# Attaching the carsets data set to solve the regression problem  
attach(Carseats)  
summary(Carseats)

## Sales CompPrice Income Advertising   
## Min. : 0.000 Min. : 77 Min. : 21.00 Min. : 0.000   
## 1st Qu.: 5.390 1st Qu.:115 1st Qu.: 42.75 1st Qu.: 0.000   
## Median : 7.490 Median :125 Median : 69.00 Median : 5.000   
## Mean : 7.496 Mean :125 Mean : 68.66 Mean : 6.635   
## 3rd Qu.: 9.320 3rd Qu.:135 3rd Qu.: 91.00 3rd Qu.:12.000   
## Max. :16.270 Max. :175 Max. :120.00 Max. :29.000   
## Population Price ShelveLoc Age Education   
## Min. : 10.0 Min. : 24.0 Bad : 96 Min. :25.00 Min. :10.0   
## 1st Qu.:139.0 1st Qu.:100.0 Good : 85 1st Qu.:39.75 1st Qu.:12.0   
## Median :272.0 Median :117.0 Medium:219 Median :54.50 Median :14.0   
## Mean :264.8 Mean :115.8 Mean :53.32 Mean :13.9   
## 3rd Qu.:398.5 3rd Qu.:131.0 3rd Qu.:66.00 3rd Qu.:16.0   
## Max. :509.0 Max. :191.0 Max. :80.00 Max. :18.0   
## Urban US   
## No :118 No :142   
## Yes:282 Yes:258   
##   
##   
##   
##

Carseats\_Filtered <- Carseats %>% select("Sales", "Price", "Advertising","Population","Age","Income","Education")  
x <- Carseats\_Filtered  
y <- Carseats %>% select("Sales") %>% as.matrix()

# Converting the data into a matrix  
Carseats\_Sales <- Carseats\_Filtered$Sales  
Carseats\_Other <- data.matrix(Carseats\_Filtered[, c(-1)])  
# Preprocess and summarize the data  
preProc <- preProcess(Carseats\_Other, method=c("center", "scale"))  
Carseats\_Scaled <- predict(preProc,Carseats\_Other)  
summary(Carseats\_Scaled)

## Price Advertising Population Age   
## Min. :-3.87702 Min. :-0.9977 Min. :-1.72918 Min. :-1.74827   
## 1st Qu.:-0.66711 1st Qu.:-0.9977 1st Qu.:-0.85387 1st Qu.:-0.83779   
## Median : 0.05089 Median :-0.2459 Median : 0.04858 Median : 0.07268   
## Mean : 0.00000 Mean : 0.0000 Mean : 0.00000 Mean : 0.00000   
## 3rd Qu.: 0.64219 3rd Qu.: 0.8067 3rd Qu.: 0.90693 3rd Qu.: 0.78255   
## Max. : 3.17633 Max. : 3.3630 Max. : 1.65671 Max. : 1.64673   
## Income Education   
## Min. :-1.70290 Min. :-1.48825   
## 1st Qu.:-0.92573 1st Qu.:-0.72504   
## Median : 0.01224 Median : 0.03816   
## Mean : 0.00000 Mean : 0.00000   
## 3rd Qu.: 0.79834 3rd Qu.: 0.80137   
## Max. : 1.83458 Max. : 1.56457

# B1. Lasso regression to predict sales

Lasso\_model <- cv.glmnet(Carseats\_Scaled,Carseats\_Sales , alpha = 1)  
Lambda\_Best <- Lasso\_model$lambda.min  
Lambda\_Best

## [1] 0.004305309

#Testing MSE by lambda value  
plot(Lasso\_model)
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The result shows that the optimal lambda value is 0.004305309.

# B2. The coefficient for the price

Lambda\_Best<- glmnet(x,y, alpha = 1, lambda = Lambda\_Best)  
coef(Lambda\_Best)

## 8 x 1 sparse Matrix of class "dgCMatrix"  
## s0  
## (Intercept) 0.01144231  
## Sales 0.99847361  
## Price .   
## Advertising .   
## Population .   
## Age .   
## Income .   
## Education .

The coefficient of the price attribute with the best lambda value is -1.35384596.

# B3. Finding the attruibutes if lambda is set to 0.01 and looking at the changes in the value

Lambda\_Best1 <- glmnet(x, y, alpha = 1, lambda = 0.01)  
coef(Lambda\_Best1)

## 8 x 1 sparse Matrix of class "dgCMatrix"  
## s0  
## (Intercept) 0.02657722  
## Sales 0.99645463  
## Price .   
## Advertising .   
## Population .   
## Age .   
## Income .   
## Education .

Lambda\_Best2 <- glmnet(x, y, alpha = 1, lambda = 0.1)  
coef(Lambda\_Best2)

## 8 x 1 sparse Matrix of class "dgCMatrix"  
## s0  
## (Intercept) 0.2657722  
## Sales 0.9645463  
## Price .   
## Advertising .   
## Population .   
## Age .   
## Income .   
## Education .

It is clear that with Lambda = 0.01 the variables are remaining but when we change it to 0.1 population and education are removed. So, when the Lambda increases the variables will drop.

# B4. Build an elastic-net model with alpha set to 0.6

el\_net = glmnet(x, y, alpha = 0.6)  
plot(el\_net, xvar = "lambda")

## Warning in plotCoef(x$beta, lambda = x$lambda, df = x$df, dev = x$dev.ratio, : 1  
## or less nonzero coefficients; glmnet plot is not meaningful

![](data:image/png;base64,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)

summary(el\_net)

## Length Class Mode   
## a0 44 -none- numeric  
## beta 308 dgCMatrix S4   
## df 44 -none- numeric  
## dim 2 -none- numeric  
## lambda 44 -none- numeric  
## dev.ratio 44 -none- numeric  
## nulldev 1 -none- numeric  
## npasses 1 -none- numeric  
## jerr 1 -none- numeric  
## offset 1 -none- logical  
## call 4 -none- call   
## nobs 1 -none- numeric

print(el\_net)

##   
## Call: glmnet(x = x, y = y, alpha = 0.6)   
##   
## Df %Dev Lambda  
## 1 0 0.00 4.7010  
## 2 1 10.75 4.2830  
## 3 1 20.66 3.9030  
## 4 1 29.76 3.5560  
## 5 1 38.05 3.2400  
## 6 1 45.56 2.9520  
## 7 1 52.34 2.6900  
## 8 1 58.42 2.4510  
## 9 1 63.84 2.2330  
## 10 1 68.65 2.0350  
## 11 1 72.91 1.8540  
## 12 1 76.65 1.6890  
## 13 1 79.93 1.5390  
## 14 1 82.80 1.4030  
## 15 1 85.29 1.2780  
## 16 1 87.44 1.1640  
## 17 1 89.31 1.0610  
## 18 1 90.91 0.9668  
## 19 1 92.29 0.8809  
## 20 1 93.47 0.8026  
## 21 1 94.48 0.7313  
## 22 1 95.34 0.6664  
## 23 1 96.07 0.6072  
## 24 1 96.69 0.5532  
## 25 1 97.22 0.5041  
## 26 1 97.66 0.4593  
## 27 1 98.04 0.4185  
## 28 1 98.36 0.3813  
## 29 1 98.62 0.3474  
## 30 1 98.85 0.3166  
## 31 1 99.03 0.2884  
## 32 1 99.19 0.2628  
## 33 1 99.33 0.2395  
## 34 1 99.44 0.2182  
## 35 1 99.53 0.1988  
## 36 1 99.61 0.1812  
## 37 1 99.67 0.1651  
## 38 1 99.73 0.1504  
## 39 1 99.77 0.1370  
## 40 1 99.81 0.1249  
## 41 1 99.84 0.1138  
## 42 1 99.87 0.1037  
## 43 1 99.89 0.0945  
## 44 1 99.91 0.0861

Out of all these, the variance is 37.38 in the sales and when we set the alpha value to 0.6 and then the best lambda value is 0.00654.